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A Verification Benchmarks

We examine the benchmarks used to evaluate each of the 13 verifiers supported
by DNNV, and determine whether each verifier can run on the benchmark out of
the box, and also whether they could be run on the benchmark when DNNV is
applied. Here we provide a short description of each of the 19 verification bench-
marks that we have identified. A short summary of some of the features of each
verifier relevant to DNNV are shown in Table 1. These features include whether
any properties cannot represent their input constraints using hyper-rectangles
(—=HR), whether any network in the benchmark contains convolution operations
(C), whether any network contains residual structures (R), and whether any
network uses any non-ReLU activation functions (—ReLU).

The ACAS Xu (AX) benchmark, introduced for Reluplex [7], is one of the
most used verification benchmarks [2, 4,8, 16]. The benchmark consists of 10
properties. Property ¢, is a reachability property, specifying an upper bound on
one of the 5 output variables. Properties ¢5, ¢g, @9, and ¢1g are all traditional
class robustness properties, specifying the desired class for the given input re-
gion. Properties ¢3, ¢4, ¢7 and ¢g are reachability properties, specifying a set
of acceptable classes for the input region. Properties ¢- is also a reachability
property, specifying that a given output value cannot be greater than all others.
Each of the properties are applied to a subset of 45 networks trained on an air-
craft collision avoidance dataset, with 5 inputs, 5 output classes and 6 layers of
50 neurons each. The original benchmark included networks in Reluplex-NNET
format, and a custom version of Reluplex was written for each property. Later
uses of the benchmark translated the verification problems into RLV format,
which is used by Planet, BaB, and BaBSB, as well as translating the networks
into ONNX. The benchmark in ONNX and DNNP format is fully supported
by DNNV.

The Collision Detection (CD) benchmark [5], intoduced for the evaluation
of Planet, consists of 500 local robustness properties for an 80 neuron network
with a fully connected layer and max pooling layer that classifies whether 2 sim-
ulated vehicles will collide, given their current state. The verification problems,
in RLV format, are supported by Planet, BaB, and BaBSB. The problems have
also been modified to convert max pooling operations to a sequence of fully-
connected layers with ReLU activations, and then translated to Reluplex-NNET
format, enabling off the shelf support by Marabou, and a generalized version of
Reluplex. This benchmark is one of the few that is not supported by DNNV,
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Table 1. Verifier benchmarks.

Features
Key Name Uses #P #N -HR C R -ReLU
AX ACAS Xu [2,4,7,8,16] 10 45
CD Collision Detection [4,5,8] 500 1
PM  Planet MNIST [5] T 1 v v
TS TwinStream 3] 1 81
PCA PCAMNIST 4] 12 17
MM MIPVerify MNIST ~ [15] 10000 5 v
MC MIPVerify CIFARI10 [15] 10000 2 v Vv
NM  Neurify MNIST [6,16] 500 4 v’
NDB Neurify Drebin [16] 500 3
NDv Neurify DAVE [16] 200 1 v v
DZM DeepZono MNIST  [12] 1700 10 vV
DZC DeepZono CIFARI0 [12] 1700 5 v’ v’
DPM DeepPoly MNIST [6,13] 1500 8 v’ v’
DPC DeepPoly CIFAR10 [13] 800 5 v
RZM RefineZono MNIST  [14] 800 8 v’
RZC RefineZono CIFARI10 [14] 200 2 v
RPM RefinePoly MNIST  [11] 600 6 v’
RPC RefinePoly CIFAR10 [11] 300 3 v v
VC  VeriNet CIFAR10  [6] 250 1 v

since the network contains structures that are not easily supported by ONNX.
In particular, the max-pooling operation in the original network, applied to a
flat tensor, cannot be encoded by ONNX from their original format.

The Planet MNIST (PM) benchmark [5] is a set of 7 properties over a con-
volutional network trained on the MNIST dataset [10]. The first 4 of these are
reachability properties with hyper-rectangle input constraints, while the next
2 are local robustness properties with hyper-rectangle input constraints, and
the final property is an local robustness property with halfspace-polytope input
constraints. The original benchmark was provided in RLV format. The first 6
of these properties are currently supported by DNNV, while the final property
could be supported by DNNV with additional engineering effort.

The TwinStream (TS) benchmark [3] consists of 1 property applied to 81
networks that output a constant value. The property asserts that for all inputs,
the output of the network is positive. The original benchmark was provided in
RLV format. This benchmark is fully supported by DNNV for all verifiers.

The PCAMNIST (PCA) benchmark [4] consists of 12 reachability properties
applied to 17 networks trained on modified versions of the MNIST dataset to
predict the parity of the digit represented by the first k& components of the PCA
decomposition of an image. The original benchmark was provided in RLV format.
This benchmark is fully supported by DNNV for all verifiers.

MIPVerify MNIST (MM) consists of 10000 local robustness properties ap-
plied to 5 networks trained on the MNIST dataset. The networks have varied
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structures: 2 networks are fully connected and 3 are convolutional. We could
not find an available version of the benchmark used by MIPVerify to evaluate
its original input format. This benchmark is fully supported by DNNV for all
verifiers except Reluplex, which does not support convolution operations.

MIPVerify CIFAR (MC) consists of 10000 local robustness properties ap-
plied to 2 networks trained on the CIFAR10 dataset [9]. One of these networks
is a convolutional network and the other is a residual network. We could not find
an available version of the benchmark used by MIP Verify to evaluate its original
input format. This benchmark is supported by DNNV for verifiers that can sup-
port residual connections, including: Planet, DeepZono, DeepPoly, RefineZono,
and RefinePoly. While the benchmark is supported by the version of MIP Verify
used in its study, it is not supported through DNNV| since the publicly available
version of MIP Verify does not support residual connections.

The Neurify MNIST (NM) benchmark [16] consists of 500 L., local robust-
ness properties across 4 MNIST networks, 3 fully connected networks with 58,
110, and 1034 neurons respectively, and a convolutional network with 4814 neu-
rons. The original benchmark was provided in Neurify-NNET format, with prop-
erties hard-coded into the verifier. DNNV enables almost all verifiers to run on
this benchmark. Reluplex cannot be run due to the presence of convolutional
layers, which are not supported. MIPVerify cannot be run due to the presence
of non-hypercube input constraints. While this limitation of the verifier can be
satisfied with a property reduction for fully-connected networks, DNNV does
not currenly support such a reduction for convolutional networks.

The Neurify Drebin (NDB) benchmark [16] consists of 500 Lo, local ro-
bustness properties across 3 fully connected Drebin [1] networks with 102, 212,
and 402 neurons each. The original benchmark was provided in Neurify-NNET
format, with properties hard-coded into the verifier. This benchmark is fully
supported by DNNYV for all verifiers.

The Neurify DAVE (NDvV) benchmark [16] consists of 200 local reachabil-
ity properties, with 4 different types of input constraints (50 properties of each
type). The first type of input constraint is an L., constraint, which is equivalent
to a hyper-rectangle constraint. The second type of input constraint is an L,
constraint, which can be written as a halfspace polytope constraint. The third
and fourth type of input constraint are image brightning and contrast, which can
be written as halfspace polytope constraints. The properties are applied to a con-
volutional network for an autonomous vehicle, with 10276 neurons. The original
benchmark was provided in Neurify-NNET format, with properties hard-coded
into the verifier. Similar to the Neurify MNIST benchmark, DNNV enables al-
most all verifiers to run on this benchmark. Reluplex cannot be run, due to the
presence of convolutional layers, which are not supported, and MIP Verify cannot
be run due to the presence of non-hypercube input constraints.

The DeepZono MNIST (DZM) benchmark [12] consists of 1700 local ro-
bustness properties, subsets of which are applied to 10 networks trained on the
MNIST dataset. The networks have varied structures and activation functions:
3 networks are fully connected, 1 of which uses ReLLU activations, 1 with Tanh
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activations, and 1 with Sigmoid activations; 6 are convolutional, 4 of which have
ReLU activations, 1 with Tanh activations, and 1 with Sigmoid activations; and
1 is a residual network. The networks in the original benchmark were provided
in a custom human-readable text format, with properties hard-coded into the
verifier. DNNV does not increase the support for this benchmark due to the
presence of both a residual network and non-ReLLU activation functions.

The DeepZono CIFAR10 (DZC) benchmark [12] consists of 1700 local ro-
bustness properties, subsets of which are applied to 5 networks trained on the
CIFARI10 dataset. The networks have varied structures and activation functions:
3 networks are fully connected, 1 of which uses ReLLU activations, 1 with Tanh
activations, and 1 with Sigmoid activations; and 2 are convolutional with ReLU
activations. The networks in the original benchmark were provided in a cus-
tom human-readable text format, with properties hard-coded into the verifier.
DNNYV enables VeriNet to run on this benchmark. Other verifiers are not sup-
ported due to the non-ReLU activation functions.

The DeepPoly MNIST (DPM) benchmark [13] consists of 1500 local ro-
bustness properties, subsets of which are applied to 8 networks trained on the
MNIST dataset. The networks have varied structures and activation functions:
5 networks are fully connected, 3 of which uses ReLLU activations, 1 with Tanh
activations, and 1 with Sigmoid activations; and 3 are convolutional with ReLLU
activations. The networks in the original benchmark were provided in a cus-
tom human-readable text format, with properties hard-coded into the verifier.
DNNYV enables VeriNet to run on this benchmark. Other verifiers are not sup-
ported due to the non-ReLU activation functions.

The DeepPoly CIFARI0 (DPC) benchmark [13] consists of 800 local ro-
bustness properties, subsets of which are applied to 5 networks trained on the
CIFAR10 dataset. The networks have varied structures: 3 networks are fully con-
nected with ReLU activations; and 2 are convolutional with ReLU activations.
The networks in the original benchmark were provided in a custom human-
readable text format, with properties hard-coded into the verifier. DNNV en-
ables several additional verifiers to support this benchmark. In particular, it
enables most verifiers that can be applied to convolutional networks with relu
activations.

The RefineZono MNIST (RZM) benchmark [14] consists of 800 local ro-
bustness properties, subsets of which are applied to 8 networks trained on the
MNIST dataset. 5 networks are fully connected with ReLLU activations and 3 are
convolutional with ReLU activations. The networks in the original benchmark
were provided in a custom human-readable text format, with properties hard-
coded into the verifier. DNNV enables several additional verifiers to support
this benchmark. In particular, it enables most verifiers that can be applied to
convolutional networks with relu activations.

The RefineZono CIFAR10 (RZC) benchmark [14] consists of 200 local ro-
bustness properties, subsets of which are applied to 2 networks trained on the
CIFARI10 dataset. One of the networks is fully connected with ReLLU activations
and the other is convolutional with ReLLU activations. The networks in the orig-
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inal benchmark were provided in a custom human-readable text format, with
properties hard-coded into the verifier. DNNV enables several additional veri-
fiers to support this benchmark. In particular, it enables most verifiers that can
be applied to convolutional networks with relu activations.

The RefinePoly MNIST (RPM) benchmark [11] consists of 600 local ro-
bustness properties, subsets of which are applied to 6 networks trained on the
MNIST dataset. 4 networks are fully connected with ReLLU activations and 2 are
convolutional with ReLU activations. The networks in the original benchmark
were provided in a custom human-readable text format, with properties hard-
coded into the verifier. DNNV enables several additional verifiers to support
this benchmark. In particular, it enables most verifiers that can be applied to
convolutional networks with relu activations.

The RefinePoly CIFAR10 (RPC) benchmark [11] consists of 300 local ro-
bustness properties, subsets of which are applied to 3 networks trained on the
MNIST dataset. Two of the networks are convolutional with ReLU activations
and the third is a residual network with ReLU activations. The networks in
the original benchmark were provided in a custom human-readable text format,
with properties hard-coded into the verifier. DNNV enables the Planet verifier
to support this benchmark. In particular, it enables most verifiers that can be
applied to convolutional networks with relu activations. Other verifiers do not
support the residual structure of one of the networks.

The VeriNet CIFAR10 (VC) benchmark [6] consists of 250 local robustness
properties applied to 1 convolutional network with ReLLU activations. The net-
works were provided in ONNX format, with hard-coded properties. DNNV
enables support of this benchmark by most of the integrated verifiers. Relu-
plex does not support convolutional networks, and MIP Verify does not support
properties with input constraints that are not hyper-cubes.

A.1 Support

We summarize the support of each verifier for each of the benchmarks in Ta-
ble 2. Each row of this table corresponds to one of the 13 verifiers supported by
DNNYV, and each column corresponds to one of the 19 benchmarks identified in
Table 1. Each cell of the table may contain a circle that identifies the support
of the verifier for the benchmark. The left half of the circle is filled black if the
verifier can support the benchmark out of the box, and is filled white other-
wise. The right half is filled black if the verifier supports the benchmark through
DNNYV, filled gray if support is planned, and is filled white otherwise. Planned
support means that DNNV will support the benchmark after the implementa-
tion for halfspace polytope constraints in the input space is completed. We plan
to implement support for this feature by the notification deadline on December
23, 2020. An absent circle indicates that the verifier can not be made to support
some aspect of the benchmark. For the benchmarks shown here, this is always
due to the presence of non-ReLU activation functions in some of the networks
in the benchmarks.
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Table 2. Benchmark support by each verifier. The left half of the circle is black if the
verifier can support the benchmark out of the box, and is white otherwise. The right
half is black if the verifier supports the benchmark through DNNV, gray if support
is pending DNNV implementation, and is white otherwise. An absent circle indicates
that the verifier can not be made to support some aspect of the benchmark.

Benchmark

oS, SZUSAASRASSSAET O
Verifier < OpAnBRA=S=2zZzzZzZzA00NQAEmex >
Reluplex @OO@@OOODO ©]0I0)0)0]0)
Planet L XY X JUUUUE) UUUUUY
BaB L X)X X JUIGIUIUJE) UUUUeIU
BaBSB @O00O0POPDOD UUUUeIU
MIPVerify OO PP @OOPO 000000
Neurify @OPPPPO0OO®O© UUUUeIU

DeepZono @O PPPPPP0 000000000
DeepPoly @O PDPPPP0 000000000
RefineZono @O D PP PP PPV 00000000 D
RefinePoly @O0 PP0 000000000
Marabou @O0 @@POPDD UUUJer
nnenum @O D PPPOPID UUUUeI
VeriNet QOO PPPO@POOPIDPRPIPO®

B Property Reduction

In this section, we provide the algorithm for reducing properties to reachability
properties, as well as proofs for the equivalidity of the resulting set of reachability
properties and original property. Algorithm 1 is the overall reduction algorithm,
while Algorithm 2 and 3 are subprocedures used by the main algorithm. The
algorithm and proofs for reduction to other property types (such as robustness)
are very similar.

We assume that properties are of the form Vz € R™ : ¢x(z) — dy(N(z)),
where ¢ is a set of constraints over the inputs — the pre-condition, and ¢y is
a set of constraints over the outputs — the post-condition. We also assume that
constraints are represented as linear inequalities.

B.1 Proofs

In order to prove that the property reduction produces a set of correctness
problems equivalid to the original problem, we first prove the following lemmas:

Lemma 1. Let ¢ be a conjunction of linear inequalities over the variables x;
for @ from 0 to n — 1. We can construct a halfspace polytope H = (A,b) with
Algorithm 2 such that (Az < b) & (x = ¢).
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Algorithm 1: Property Reduction

Input: Correctness problem (N, ¢)
Output: A set of robustenss problems {(N1, ¢1), ..., (NG, &i) }

1 begin
2 ¢' < DNF(—¢)
3 U0
4 for disjunct € ¢’ do
5 ¢x <+ extract_input_ constraints(disjunct)
6 ¢y < extract_output_ constraints(disjunct)
7 hspoly < disjunct_to_hpolytope(¢y)
8 suf fix < construct_suffix(hspoly)
9 N« suffix o N
10 ¢ —Va.(z € dx = N'(x)o > N'(z)1)
11 U —UU N, P
12 return ¥

Proof. We first show that every linear inequality in the conjunction can be re-
formulated to the form agxg + a1x1 + ... + ap_12n—1 < b. It is trivial to show
that inequalities with a > comparison can be manipulated to an equivalent form
with <, and > can be manipulated to become <. It is also trivial to show
that the inequality can be manipulated to have variables on lhs and a constant
value on rhs. This results in a conjunction of linear inequalities of the form
apxo+ a1, + ... + @p—1xn—1 < band agxrg + a1x1 + ... + ap—1Tn—1 < b. Finally,
the < comparison can be changed to a < comparison by decrementing the con-
stant on the right-hand-side from b to b where b’ is the largest representable
number less than b.

We prove that linear inequalities using the < comparison can be reformulated
to use a < comparison using a proof by contradiction. Assume that either agxo+
121+ ... Fap_1Tp—1 < band agro+a1T1 +... +@p_1Tn_1 > b or apzo+aix1 +
oot Ay 1Tp—1 > b and agro +a121 + ... + An_12n—1 < V. Then one of two cases
must be true. Either ¥’ < agzg+aix1+...+a,_12,_1 < b, a contradiction, since
apxo+a1x1+...+a,_1T,—1 cannot be both larger than the largest representable
number less than b and also less than b.! Or b < agzo+a121+...+p_1Tn_1 <V,
a contradiction, since b’ < b by definition.

Given a conjunction of linear inequalities in the form agzg 4+ ayx1 + ... +
An_1Zn_1 < b, Algorithm 2 constructs A and b with a row in A and value in b
corresponding to each conjunct. There are two cases to prove: (Az < b) — (z |
¢) and (z = ¢) — (Az < b).

We prove case 1 by contradiction. Assume (Axz < b) and (z £ ¢). By the
construction of H in Algorithm 2, each conjunct of ¢ is exactly 1 constraint in
H.If Az <b, then all constraints in H must be satisifed, and thus all conjuncts
in ¢ must be satisfied and x = ¢, a contradiction.

1 We further discuss the assumption that such a number exists in Section B.2.
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Algorithm 2: disjunct to hpolytope

Input: Conjunction of linear inequalities ¢;
Output: Halfspace polytope H

1 begin
2 H + (A,b) where A is an (]¢:]) X (m) matrix where columns correspond
to the output variables N(x)o to N(z)m—1
3 for ineq; € ¢; do
4 if ineq; uses > then
5 L swap lhs and rhs; switch inequality to <
6 else if ineq; uses > then
7 L swap lhs and rhs; switch inequality to <
8 move variables to lhs; move constants to rhs
9 if ineq; uses < then
10 L decrement rhs; switch inequality to <
11 A; < coefficients of variables on lhs
12 | bj < rhs constant
13 | return H

Algorithm 3: construct_suffix

Input: Halfspace polytope H = (A, b)

Output: A DNN with 2 fully connected layers S
1 begin
2 Sh + ReLU(FullyConnectedLayer(A, —b))

3 W(_{ll...l}

00..0
4 S, + FullyConnectedLayer(W, 0)
5 S 4 S,08h
6 return S

We prove case 2 by contradiction. Assume (z |= ¢) and (Az £ b). By the
construction of H in Algorithm 2, each conjunct of ¢ is exactly 1 constraint in
H. If x = ¢, then all conjuncts in ¢ must be satisfied, and thus all constraints
in H must be satisifed and Ax < b, a contradiction.

Lemma 2. Let H = (A,b) be a halfspace polytope such that Ax < b. Then, a
DNN, N, can be built with Algorithm 3 that classifies whether its outputs satisfy
A(N(z)) <b or not. Formally, N(z) € H < Ny(x)o < Ny(z);.

Proof. There are 2 cases:

1. N(l’) cH 4)./\/'3(17)0 SNg(x)l
2. Ny(x)o < Ns(z)1 > N(z) e H

We prove case 1 by contradiction. Assume N(x) € H and N;(z)o > Ns(x)1.
From Algorithm 3, each neuron in the hidden layer of N, corresponds to one
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constraint in H. The weights of each neuron are the values in the corresponding
row of A, and the bias is the negation of the corresponding value of b. If the
output N (z) satisfies the constraint, then the value of the neuron will be less
than or equal to 0, otherwise it will be greater than 0. After application of the
ReLU activation function, all neurons will be equal to 0 if their corresponding
constraint is satisfied by A (z) and greater than 0 otherwise. The first neuron
in the final layer sums all of the neurons in the hidden layer, while the second
neuron has a constant value of 0. If N'(z) € H, then all neurons in the hidden
layer after activation must have a value of 0 since all constraints are satisfied.
However, if all neurons have a value of 0, then their sum must also have a value
of zero, and therefore N;(z)o = N;(z)1, a contradiction.

We prove case 2 by contradiction. Assume N5(z)g < Ns(z); and N(z) € H.
From Algorithm 3, each neuron in the hidden layer of N, corresponds to one
constraint in H. The weights of each neuron are the values in the corresponding
row of A, and the bias is the negation of the corresponding value of b. If the
output N () satisfies the constraint, then the value of the neuron will be less than
or equal to 0, otherwise it will be greater than 0. After application of the ReLU
activation function, all neurons will be equal to 0 if their corresponding constraint
is satisfied by N'(z) and greater than 0 otherwise. The first neuron in the final
layer sums all of the neurons in the hidden layer, while the second neuron has a
constant value of 0. If N'(z) ¢ H, then at least one neurons in the hidden layer
after activation must have a value greater than 0 since at least one constraint
is not satisfied. However, if any neuron has a value greater than 0, then their
sum must also have a value greater than zero, and therefore N;(z)o > N;(z)1,
a contradiction.

Theorem 1. Let v = (N, @) be an arbitrary correctness problem with a DNN
correctness property defined as a formula of disjunctions and conjunctions of
linear inequalities over the input and output variables of N'. Property Reduction
(Algorithm 1) maps v to an equivalid set of correctness problems reduce(y) =

{NL, @1)5 ooy (N, B) T

N E ¥ & YN, ¢i) € reduce().N; |= ¢i

Proof. A model that satisfies any disjunct of DN F(—¢) falsifies ¢. If ¢ is falsi-
fiable, then at least one disjunct of DN F(—¢) is satisfiable.

Algorithm 1 constructs a correctness problem for each disjunct. For each
disjunct, Algorithm 1 constructs a halfspace polytope, H, which is used to
construct a suffix network, N. The algorithm then constructs the network
N'(z) = Ns(N(x)). Algorithm 1 pairs each constructed network with the prop-
erty ¢ = Va.x € [0,1]" — N'(z)g > N'(x)1. A violation occurs only when
N'(z)o < N'(z)1. By Lemmas 1 and 2, we get that N’(z)o < N’(z); if and only
if N'(z) € H. If N'(x) € H then N'(z) satisfies the disjunct and is therefore a
violation of the original property.



10 D. Shriver et al.

B.2 On the Existance of a Bounded Largest Representable Number

Our proof that property reduction generates a set of robustness problems equiv-
alid to an arbitrary problem relies on the assumption that strict inequalities can
be converted to non-strict inequalities. To do so we rely on the existance of a
largest representable number that is less than some given value. While this is not
necessarily true for all sets of numbers (e.g., R), it is true for for most numeric
representations used in computation (e.g., IEEE 754 floating point arithmetic).

C DNN Simplifications

In this section, we describe the DNN simplifications currently performed by
DNNV. This is not a full list of all possible simplifications, but have been useful
for some networks we have encountered in practice.

C.1 BatchNormalization Simplification

BatchNormalization simplification removes BatchNormalization operations from
a network by combining them with a preceeding Conv operation or Gemm op-
eration. If no applicable preceeding layer exists, the batch normalization layer
is converted into an equivalent Conv operation. This simplification can decrease
the number of operations in the model and increase verifier support, since many
verifiers do not support BatchNormalization operations.

C.2 Identity Removal

DNNYV removes many types of identity operations from DNN models, including
explicit Identity operations, Concat operations with a single input, and Flatten
operations applied to flat tensors. Such operations can occur in DNN models
due to user error, or through automated processes, and their removal does not
affect model behavior.

C.3 Convert MatMul followed by Add to Gemm

DNNV converts instances of MatMul (matrix multiplication) operations, fol-
lowed immediately by Add operations to an equivalent Gemm (generalized ma-
trix multiplication) operation. The Gemm operation generalizes the matrix mul-
tiplication and addition, and can simplify subsequent processing and analysis of
the DNN.

C.4 Combine Consecutive Gemm

DNNV combines two consecutive Gemm operations into a single equivalent
Gemm operation, reducing the number of operations in the DNN.
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C.5 Combine Consecutive Conv

In special cases, DNNV can combine consecutive Conv (convolution) operations
into a single equivalent Conv operation, reducing the number of operations in the
DNN. Currently, DNNV can combine Conv operations when the first Conv uses
a diagonal 1 by 1 kernel with a stride of 1 and no zero padding, and the second
Conv has no zero padding. This case can occur after converting a normalization
layer (such as BatchNormalization) to a Conv operation.

C.6 Bundle Pad

DNNYV can bundle explicit Pad operations with an immediately succeeding Conv
or MaxPool operation. This both simplifies the DNN model, and increases sup-
port, since many verifiers do not support explicit Pad operations (but can sup-
port padding as part of a Conv or MaxPool operation).

C.7 Move Activations Backward

DNNYV moves activation functions through reshaping operations to immediately
succeed the most recent non-reshaping operation. This is possible since activation
functions are element-wise operations. This transformation can simplify pattern
matching in later analysis steps by reducing the number of possible patterns.
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